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• historical context 

• neural networks 

• applications 

• scaling hypothesis 

• future



prehistory

• turing machines 

• transistors 

• computers



early ai

• symbolic logic 

• statistical methods 

• machine learning 

• perceptron: 1959



machine learning (<2010)

• large scale data 

• large scale compute 

• small scale algorithms
Amount of Data/Compute



convolutional neural 
networks



vgg (2014)



resnet (2015)



recurrent neural networks (1986)



long-short term memory (1997)



seq2seq (2014)



transformers (2017)



hybrid: mdetr (2021)



generative adversarial networks 
(2014, stylegan: 2018)



gan training loss



reinforcement learning (dqn, 2015)



         alphazero (2018)



alphastar (2019)



alphafold2 (2020)



gpt-3 (2020)



bitter lesson (sutton)



scaling hypothesis



scaling hypothesis



compute vs data

• dean slide 

• gpu picture



more compute

• specialized 
processors/edge ai 

• ram/bandwidth 

• hpc/systolic designs



more data

• higher resolution 

• number of samples 

• better annotations 

• semi-supervised



new approaches

• autodiff/backprop 

• predictive coding 

• jax/deepspeed



ai winter redux

• bitcoin / crypto 

• commercial applications (cv, nlp, 
recommendation systems) 

• autonomous devices 

• above --> $$ --> more compute/data/r+d



general ai (agi)

• what is intelligence 

• are humans special 

• specialization vs generalization 

• open world problem



projections



future is you

• ten years ago <--> ten years ahead 

• never been a better time to get started 

• fast.ai, gpu, find a problem 

• eleuther.ai


